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ABSTRACT
The Admission Point Score (APS) is used by most South African universities to identify a university programme in which a learner is likely to succeed. While the APS appears helpful to gauge the aptitude of a learner and predict their success, the reality is that between 2008 and 2015 almost 50% of learners who made the required APS for a Science programme failed to complete the requirements for that programme. This paper delineates and diagnoses learner vulnerability, using a learner attrition model, for early intervention and as an alternative to using the APS. The analysis shows that various predictive models achieve higher accuracy to predict learner vulnerability, by incorporating factors of the learner attrition model, rather than just using the APS score. This paper argues for a more complex view of predicting learner vulnerability for early interventions by incorporating the learner's background, individual characteristics, and schooling data. It does not agree with the aggregation of National Senior Certificate (NSC) subjects into APS scores since this normalises the complexity of the subtle relations between the schooling system, learner attrition, and pre-schooling pedagogical dynamics. This paper points to a more nuanced view of predicting learner vulnerability.
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1 INTRODUCTION

Acceptance into a university programme is often a life changing experience for most Grade 12 learners in South Africa, being a promise of higher income leading to a better quality of life (Buang et al., 2020). Sadly, most learners who are accepted into university programmes fail to complete their degree (Naylor, 2007). This often occurs due to a misalignment of interests,
unmatched expectations, financial and family pressures, or even a lack of developed skills that are required of the learner to complete their selected programme (Montalto et al., 2019). Being able to identify learners who are at risk of not successfully completing their degree (learner vulnerability) early in a programme, can be helpful in utilising interventions to address these social, financial, familial, or academic pressures so that the learner will be better positioned to fulfil their degree requirements. However, the major problem addressed by this paper is that identifying the influencing or potential factors that could be used to predict learner vulnerability (a wicked problem (Ramley, 2014)) is not clear, and so many universities have resorted to using the Admission Point Score (APS) in trying to deduce learner vulnerability (Mashige et al., 2014). The APS is a metric used in South Africa to admit learners into a program at a university.

A learner who enters a programme can lead to one of the following four possible outcomes that are associated with their probability of completing their chosen programme. We refer to this notion as ‘learner vulnerability’ as adapted from Ajoodha, Dukhan et al. (2020) and Ajoodha, Jadhav et al. (2020). For example, a learner who fails to complete their degree before the minimum time of completion (< 3 years) is categorised as ‘medium risk’. This can occur if the student drops out of their programme - perhaps through failing a subject or other difficulties. There are four risk learner profiles identified by this paper which are summarised by Table 1.

<table>
<thead>
<tr>
<th>Learner Vulnerability</th>
<th>Risk Profile</th>
<th>Number of Years</th>
<th>Qualified</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Risk</td>
<td>= 3 years</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Low Risk</td>
<td>&gt; 3 years</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Medium Risk</td>
<td>&lt; 3 years</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>High Risk</td>
<td>&gt; 3 years</td>
<td>No</td>
<td></td>
</tr>
</tbody>
</table>

Adapted from Ajoodha, Jadhav et al. (2020).

1.1 The APS as a predictor of learner vulnerability

At a South African higher-education research-intensive institution 11% of learners who registered between the years 2008 and 2015 were categorised as no risk; 28% as low risk; 56% as medium risk; and 5% as high risk in a Faculty of Science stream (i.e. either Earth Sciences, Mathematical Sciences, Physical Sciences, or Biological Sciences). Figure 1 decomposes this data for learners registered between 2008-2015. The figure indicates a 44% average of both high risk and medium risk. This presents a crisis since almost half of the accepted and registered applicants each year failed to complete the minimum requirements for their chosen
degree.

Figure 1: The percentage of No-, Low-, Medium-, and High-risk learners who registered between 2008-2015 at the Faculty of Science streams at a South African Higher-Education Institution.

At most South African higher-education institutes, entrance to a degree is assessed based on a learner’s Admission Point Score (APS). The APS is an aggregation of learners’ top six Grade 12 subjects. Various degrees require a specified minimum APS score to gain entry (e.g., a Bachelor of Science degree with majors in pure mathematics and computer science requires an APS score of 40\(^1\)).

Since the APS is used to identify a university programme in which a learner is likely to succeed, it is often mistakenly recognised as a means to diagnose learner vulnerability (Mashige et al., 2014). Although the APS score appears to provide a mechanism to gauge learner performance, the reality is that between 2008 and 2015 almost 50% of learners who achieved the required APS for a programme failed to complete the requirements for their degree (as indicated in Figure 1). Figure 2 illustrates the distribution of APS scores using box-and-whisker diagrams over the four risk profiles between the years 2008 to 2015.

\(^1\)Many South African Institutions use the APS as a means for learner placement. As an example, consider the University of Johannesburg APS requirements for various degrees based on the NSC Admission Requirements: https://www.uj.ac.za/faculties/febe/Pages/UndergraduateFEBE.aspx.
Each distribution (in Figure 2) of APS scores with respect to the risk profile overlaps for more than 80%. In other words, the APS score alone is not enough to determine which risk profile the learner may fall under and is therefore not a reliable tool for diagnosing learner vulnerability. For example, according to Figure 2, a learner with an APS score of 42 is likely to be in any of the four risk profiles. Thus, the APS may well be completely unsuitable for predicting learner vulnerability since many learners who are later categorised as high risk and no risk entered their degree with the same APS score.

1.2 Research focus and rationale

The debate about the possible influences which cause a student to decide to leave their undergraduate education continues since the broad causal factors linked to learner vulnerability cannot easily be uncovered. However, this paper attempted to empirically describe and signify the factors which have previously been linked to learner vulnerability, such as Grade 12 marks, biographical and individual characteristics.

The rationale of this research is that we may be better off describing learners based on their vulnerability by using background characteristics, individual attributes, and Grade 12 marks, rather than just using their APS scores. Furthermore, finding appropriate classification tools...
to manage and identify learner vulnerability early in the academic programme; will promote a proactive approach to learner intervention in the ever-increasing student intake.

This proactive approach will in turn prevent the accumulation of unnecessary debt by the student, reduce wasted years towards their degree completion, and foster throughput of graduates in the minimum allocated time. Therefore, identifying vulnerable learners will aid in finding deserving recipients of support and resource allocation from a teaching and learning perspective.

This paper attempts to answer the following research questions:

• What are the key potential factors characterising learner vulnerability in an undergraduate Science programme?

• Could these potential features be used to predict learner vulnerability better than just using the APS?

• Which of the adopted classification models are most suitable for classifying learners by their vulnerability, using these potential factors?

The purpose of this research is to provide a data driven tool that uses learner background, individual attributes, and Grade 12 marks to predict the vulnerability of a learner (risk profile as either no risk, low risk, medium risk, or high risk) to proactively activate an intervention that could result in the successful completion of the learner’s degree.

Several machine learning predictive models have been trained, such as decision trees, instance-based classifiers, naïve Bayes models, random forests, and linear logistic regression models – to classify the learner according to these four risk profiles. Confusion matrices were used to gauge model performance and factor analysis was performed to rate the information gain of each feature in predicting the risk profile.

The results indicate that a learner’s individual attributes and background attributes contributed the most towards classifying said learner into the four risk profiles. The best reported accuracy was the multilayer perceptron model (a feed-forward neural network) which achieved 85% over the four risk profiles. A web application (WebApp) which uses the multilayer perceptron predictive model to categorise a learner into these four risk profiles – by using the learner’s background, individual attributes, and Grade 12 marks as input features – has been prepared.

This paper makes the following contributions: Firstly, a comparison of predictive models to calculate the probability of a learner’s risk profile for a South African higher-education research-intensive institution. Secondly, an organisation of learner background, individual attributes, and Grade 12 marks – according to their contributions – to classify the four risk profiles correctly in contrast to the APS. Finally, an interactive program which is able to calculate the posterior probability over these risk profiles given learner background, individual attributes, and Grade 12 marks.

This document is structured as follows: Section 2 highlights the state-of-the-art contributions in the domain of predicting at-risk learner profiles, and a selected conceptual framework.
for learner vulnerability; Section 3 highlights the data, feature selection, and choice of predictive models; Section 4 outlines the major findings; and Section 5 presents the implications of this paper, outlines the contributions, and puts forward recommendations for future work.

2 RELATED WORK

The learners’ readiness to ‘join the academic tribe’ (McKenna, 2010), has resulted in a call for research-led interventions for under-prepared, undergraduate science students which has been engendered by the transition from school to university and substandard learner placement into academic programmes (Ngo & Kwon, 2015). This call has been answered by the development of more complex tools for identifying vulnerable learners who are at risk of not completing their degree so that early interventions can be administered to remediate the learners’ performance (Yeld & Haeck, 1997).

The current standard of identifying vulnerable learners is based on a basic aggregation of Grade 12 marks into Admission Point Scores (APSs). However, many universities have acknowledged a call for a more comprehensive understanding of learners and have collected data on students’ biographical and enrolment status throughout their university experience – to identify learner vulnerability (Enslin, 2003). The availability of this data may provide insight into the response of the student towards the academic culture and will allow us to provide evidence-based support through faculty interventions to optimise the learner’s chances of success in a programme. Some institutions, such as the Siyaphumelela (2018), have already adopted identifying the learner based on their risk factor, given their biographical and enrolment characteristics.

The biographical and enrolment data of a learner can allow us to measure the academic readiness for a particular programme by providing a more comprehensive description of the learner. For example, this data can inform us about the financial status of the learner, or even their geographical location which tells us how they access the university (Manik, 2015). This data underlines factors which inform us about latent access issues that may influence learner preparedness and thus vulnerability.

The main aim of this research is to provide a data-driven tool that uses the learner’s background, individual attributes, and Grade 12 marks to predict the vulnerability of a learner. This aim has many implications for the university including the development of an ‘Early Warning System’ which probabilistically models the learner’s trajectory using cohort analytics. Along the learner’s trajectory there may be several risk factors that can prevent the student from completing their degree and which the faculty can identify by using this early warning system. With this in mind, they can structure early interventions to offer the student support in partnership with invested stakeholders in their success (e.g. bursary providers, parental support, and lecturers).

By providing these interventions to the student we can alleviate the possibility that the student will fail their selected programme. Failure presents a catastrophe for the student and can lead to lifelong consequences due to social, behavioural, and emotional problems.
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Students who fail at university are more likely to engage in subsequent health-impairing behaviours (Bryant, 1978), experience financial deficits (Cornelius & Frank, 2015), and face limited economic opportunities (Feather & Davenport, 1981). Therefore, integrated approaches to evaluate and intervene in the learner’s academic trajectory (by trained practitioners) can play a large role in avoiding these unfortunate outcomes. By identifying the causes of failure we can advocate for the resources to alter a vulnerable learner’s academic trajectory and thus prevent further compromise of a learner’s health (Fitzgibbon & Prior, 2006).

The conceptual framework of Tinto (1975) (see Figure 3), which naturally relates the biographical and enrolment data of the learner to their vulnerability, has been adopted (Schreiber et al., 2014). Tinto (1975), as well as many authors, list the following three input factors that contribute to learner vulnerability: (a) background or family, (b) individual attributes, and (c) pre-college or schooling. These factors interrelate and influence the learner’s objective to complete their degree (goal commitment) or attitude towards university activities (institutional commitment). In the academic system, creating values and dispositions towards goal commitment translates into improved academic performance and intellectual development. This leads to a decrease in the probability of dropping out (Tinto, 1975).

The input factors of the conceptual framework put forward by Tinto (1975), i.e., (a) background or family, (b) individual attributes, and (c) pre-college or schooling, indicates the learner’s family background, academic potential, and socio-economic status. There is a wealth of literature on whether these three characterisations could predict learner performance at a university (Ajoodha, Dukhan et al., 2020; Ajoodha, Jadhav et al., 2020).
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Firstly, from the background or family standpoint, many authors have used the learner’s age, gender, illness, disability, and family background to predict learner performance (bin Mat et al., 2013; Christian & Ayub, 2014; Natek & Zwilling, 2014; Oladokun et al., 2008; Osmanbegovic & Suljic, 2012; Ramesh et al., 2013). In particular, it was consistently found that female learners outperform male learners due to more effective learning strategies and positive learning styles (bin Mat et al., 2013; Simsek & Balaban, 2010), and second-language English speaking learners struggled more than those whose first language was English (Ramesh et al., 2013).

Secondly, in terms of individual attributes, much research has found that the learners’ interest, motivation, study patterns, and family’s support contributes substantially towards the completion of their degree (Gray et al., 2014; Hidayah et al., 2013; Mayilvaganan & Kalpanadavi, 2014; Mishra et al., 2014; Sembiring et al., 2011). Their individual interaction with other peers also contributes by establishing a social interactive network (Bogarín et al., 2014; Osmanbegovic & Suljic, 2012; Romero et al., 2013; Thai-Nghe et al., 2010; Tucker et al., 2014). However, the collection of these attributes for large studies is rare since these factors are based upon qualitative data collection techniques.

Finally, the use of pre-college or schooling characteristics have also been explored by many researchers by examining the learner’s use of summative assessments (Arsad et al., 2013; Bogarín et al., 2014; Bunkar et al., 2012; Coffrin et al., 2014; Natek & Zwilling, 2014; Oladokun et al., 2008; Parack et al., 2012), the learner’s high-school background (Oladokun et al., 2008; Osmanbegovic & Suljic, 2012; Ramesh et al., 2013), and the learner’s participation in extra-curricular activities (Mayilvaganan & Kalpanadavi, 2014; Mishra et al., 2014; Natek & Zwilling, 2014). This particular avenue has been explored extensively since most universities base their acceptance criteria solely on an aggregation of the learner’s top subjects and because of the availability of the data. This study was informed by the above authors’ success in using the above-mentioned features.

Table 2 attempts to relate the fundamental factors of Tinto (1975) to a review of key authors who use varying feature sets and machine learning models to predict learner vulnerability.

The first column indicates the authors; the second column indicates the features used with respect to the conceptual framework of Tinto (1975), i.e., (a) background or family, (b) individual attributes, and (c) pre-college or schooling, (d) the learners’ integration into the Social System; and (e) the learners’ integration into the Academic System; the predictive model used by the authors; and finally, the accuracy obtained by said model.

The first three rows in Table 2 indicate that using the learners’ actual summative assessments at the university provides the best feature-set to predict learner vulnerability. Although this paper aims to provide a programme recommendation engine for learners who have not yet entered the university system, the results of Mayilvaganan and Kalpanadavi (2014), Minaei-Bidgoli et al. (2003) and Wang and Mitrovic (2002) demonstrate the strength of solely using assessments at undergraduate level to predict performance. Osmanbegovic and Suljic (2012) demonstrate the power of using all of the characterisations in the Tinto (1975) conceptual framework, however, including the academic system defeats the purpose of identifying vul-
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Table 2: A table relating the fundamental factors of Tinto (1975) to a review of key authors who used varying feature sets and machine learning models to predict learner vulnerability.

<table>
<thead>
<tr>
<th>Authors</th>
<th>(a) Background</th>
<th>(b) Individual</th>
<th>(c) Schooling</th>
<th>(d) Social System</th>
<th>(e) Academic System</th>
<th>Model Used</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mayilvaganan and Kalpanadevi (2014)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>K-NN</td>
<td>83%</td>
</tr>
<tr>
<td>Wang and Mitrovic (2002)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Neural Networks</td>
<td>81%</td>
</tr>
<tr>
<td>Osmanbegovic and Suljic (2012)</td>
<td>Χ</td>
<td></td>
<td>Χ</td>
<td>Χ</td>
<td></td>
<td>Naïve Bayes</td>
<td>76%</td>
</tr>
<tr>
<td>Romero et al. (2008)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Decision Tree</td>
<td>76%</td>
</tr>
<tr>
<td>Ajoodha, Jadhav et al. (2020)</td>
<td>Χ</td>
<td></td>
<td>Χ</td>
<td></td>
<td></td>
<td>Decision Tree</td>
<td>75%</td>
</tr>
<tr>
<td>Oladokun et al. (2008)</td>
<td></td>
<td></td>
<td>Χ</td>
<td></td>
<td></td>
<td>Neural Networks</td>
<td>74%</td>
</tr>
<tr>
<td>Ajoodha, Jadhav et al. (2020)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Random Forests</td>
<td>74%</td>
</tr>
<tr>
<td>Osmanbegovic and Suljic (2012)</td>
<td>Χ</td>
<td></td>
<td></td>
<td>Χ</td>
<td></td>
<td>Decision Tree</td>
<td>73%</td>
</tr>
<tr>
<td>Mayilvaganan and Kalpanadevi (2014)</td>
<td>Χ</td>
<td></td>
<td>Χ</td>
<td></td>
<td></td>
<td>Naïve Bayes</td>
<td>73%</td>
</tr>
<tr>
<td>Ajoodha, Jadhav et al. (2020)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>LLRM (logistic)</td>
<td>72%</td>
</tr>
<tr>
<td>Ramesh et al. (2013)</td>
<td>Χ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Neural Networks</td>
<td>72%</td>
</tr>
<tr>
<td>Osmanbegovic and Suljic (2012)</td>
<td></td>
<td></td>
<td></td>
<td>Χ</td>
<td></td>
<td>Neural Networks</td>
<td>71%</td>
</tr>
<tr>
<td>Ajoodha, Jadhav et al. (2020)</td>
<td>Χ</td>
<td></td>
<td>Χ</td>
<td></td>
<td></td>
<td>Naïve Bayes</td>
<td>69%</td>
</tr>
<tr>
<td>Ramesh et al. (2013)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Decision Tree</td>
<td>65%</td>
</tr>
<tr>
<td>Ajoodha, Jadhav et al. (2020)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>K*</td>
<td>64%</td>
</tr>
<tr>
<td>Ajoodha, Jadhav et al. (2020)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>SVMs</td>
<td>59%</td>
</tr>
<tr>
<td>Ramesh et al. (2013)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Naïve Bayes</td>
<td>50%</td>
</tr>
</tbody>
</table>

nerable learners for early intervention (since these results are not yet available). Previous work considered using the three input features of Tinto (1975) to predict learner vulnerability (Ajoodha, Jadhav et al., 2020). Although the feature set was not as extensive as in this paper, our previous work serves as the rationale for using Tinto (1975) as a conceptual framework since its ability to describe the learner produces a feature-set which outperforms most other methods (Ajoodha, Jadhav et al., 2020). The top performing models as reflected in Table 2 are the K-NNs (Mayilvaganan & Kalpanadevi, 2014; Minaei-Bidgoli et al., 2003) and Neural Networks (Oladokun et al., 2008; Wang & Mitrovic, 2002). The K-NNs may have outperformed the neural network in Wang and Mitrovic (2002), due to the low dimensionality suggested in the feature-set and the neural network may have outperformed most other models due to its ability to capture nonlinear relationships in the wealth of data provided. The K-NN
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and feed-forward neural network have been included in this study as benchmarks. The next section outlines the methodology used in this paper to predict learner vulnerability based on Tinto (1975).

3 RESEARCH DESIGN

In this section the research design used by this paper is presented. This paper positioned its research design according to the framework put forward in the *Nature and Relevance of Research* by Brotherton (2015). This paper used a Descriptive Research Type since it aims to build on the learner attrition model by Tinto (1975) to provide a more accurate description of undergraduate learner vulnerability through several potential factors. This research is therefore quantitative. The following research methodology is proposed, as indicated by Figure 4.

![Figure 4: An overview of the proposed research methodology for this study indicating the data, feature extraction, prediction, and evaluation.](https://doi.org/10.18489/sacj.v34i2.832)

In Figure 4, features are extracted from the data and predictive models are applied. Feature analysis is also performed to rank the contribution of each feature in predicting learner vulnerability.

The learner’s background, individual characteristics, and Grade 12 marks are used to predict the distribution over learner vulnerability. Learner vulnerability is categorised as the following risk profiles: no risk, low risk, medium risk, and high risk.

A learner can be at: ‘no risk’, where the learner completes their degree in minimum time (3 years); ‘low risk’, where the learner completes their degree in more than the minimum time (> 3 years); ‘medium risk’, where the learner fails their degree before the minimum time of completion (< 3 years); or ‘high risk’, where the learner fails their degree in longer than the...
minimum time (> 3 years). This paper differentiates between medium risk and high risk on the basis that the learner wastes more resources towards a failed outcome.

Several machine learning predictive models were trained from different archetypes of machine learning to deduce the learner into these four risk profiles. Confusion matrices are used to evaluate model performance; and factor analysis was performed to rate the contribution of each feature to predicting the class label. Authors who have used this approach are outlined in Table 2.

The results in this paper can be used to help academic advisers identify the characteristics that relate to learner vulnerability in a South African context. The results of this paper can also be used to identify learners who exhibit these characteristics which in the past translated to the learner’s vulnerability to not completing their undergraduate programme.

This section is structured as follows: Subsection 3.1 describes the data collection and pre-processing steps taken to prepare the data for the objective of this research, Subsection 3.2 outlines the features used to predict the class variables as well as a mechanism to gauge the contribution of each feature used, Subsection 3.3 provides brief descriptions of the machine learning classifiers used to perform the predictive task, and Subsection 3.4 provides information concerning the ethics clearance certificate obtained for this research.

3.1 Data collection and pre-processing

The standardised secondary encrypted data used in this study consisted of the biographical and enrolment data of learners registered for an undergraduate degree between the years 2008 to 2018 at a South African higher-education institution. The survey data collection instruments included biographical surveys, characteristics of curriculum, and assessment scores from a large population of respondents.

These degrees include streams of specialities from four major science streams: earth sciences, biological and life sciences, physical sciences, and mathematical sciences. The dataset originally contained a population of 16 000. Table 3 outlines the original population in more detail according to the decomposition of risk profiles for each year over the different science streams.

To protect the anonymity of all participants and to comply with the South African Protection of Personal Information Act (POPIA), the original data was used to learn a complex joint distribution from which the data used in this study was sampled. The joint distribution was learned using a Bayesian network with Dirichlet priors and sampled using ancestral sampling.

To ensure that the registration year sub-group distribution in the population was retained in the sample, the population was uniformly re-sampled (without replacement) using Stratified Random Sampling to a dataset of 200 respondents per risk class. Eight Strata (sub-groups) were created and sampled from proportionally so that the registration year distribution which exists in the population will also exist in the extracted sample.

The rationale of this work is based on the conceptual framework of Tinto (1975) who relates the biographical and enrolment data of the learner to their vulnerability. McCubbin (2003)
Table 3: A table showing the percentages of risk profiles for students registered between the years 2008–2015 across the Faculty of Science streams at a South African university.

<table>
<thead>
<tr>
<th>Year</th>
<th>Risk</th>
<th>Physical (%)</th>
<th>Earth (%)</th>
<th>Biological (%)</th>
<th>Math (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2008</td>
<td>High</td>
<td>27.5</td>
<td>30.5</td>
<td>24.0</td>
<td>13.1</td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>54.8</td>
<td>32.6</td>
<td>22.2</td>
<td>33.4</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>15.7</td>
<td>24.8</td>
<td>33.4</td>
<td>37.6</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>1.9</td>
<td>12.1</td>
<td>20.4</td>
<td>15.8</td>
</tr>
<tr>
<td>2009</td>
<td>High</td>
<td>14.1</td>
<td>11.3</td>
<td>7.9</td>
<td>5.7</td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>69.1</td>
<td>31.5</td>
<td>29.2</td>
<td>52.7</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>16.2</td>
<td>48.4</td>
<td>45.5</td>
<td>35.1</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>0.5</td>
<td>8.9</td>
<td>17.4</td>
<td>6.5</td>
</tr>
<tr>
<td>2010</td>
<td>High</td>
<td>16.2</td>
<td>19.8</td>
<td>11.8</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>52.7</td>
<td>26</td>
<td>25</td>
<td>47.5</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>29.1</td>
<td>47.3</td>
<td>46.1</td>
<td>38.7</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>2</td>
<td>6.9</td>
<td>17.2</td>
<td>4.8</td>
</tr>
<tr>
<td>2011</td>
<td>High</td>
<td>11</td>
<td>14.6</td>
<td>8.1</td>
<td>5.2</td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>60.4</td>
<td>20.8</td>
<td>16.1</td>
<td>47.5</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>28</td>
<td>59.4</td>
<td>50.8</td>
<td>42.8</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>0.6</td>
<td>5.2</td>
<td>25</td>
<td>4.5</td>
</tr>
<tr>
<td>2012</td>
<td>High</td>
<td>13.5</td>
<td>8.5</td>
<td>12.7</td>
<td>6.2</td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>48.2</td>
<td>27.4</td>
<td>22.1</td>
<td>48.8</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>36.2</td>
<td>54.7</td>
<td>44.1</td>
<td>37.6</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>2.1</td>
<td>9.4</td>
<td>21.1</td>
<td>7.4</td>
</tr>
<tr>
<td>2013</td>
<td>High</td>
<td>24.1</td>
<td>17.5</td>
<td>9.4</td>
<td>7.7</td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>42.6</td>
<td>15.8</td>
<td>23.9</td>
<td>56.5</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>29</td>
<td>61.7</td>
<td>52.1</td>
<td>30.6</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>4.3</td>
<td>5</td>
<td>14.5</td>
<td>5.3</td>
</tr>
<tr>
<td>2014</td>
<td>High</td>
<td>17.6</td>
<td>23.4</td>
<td>12.3</td>
<td>10.9</td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>47.3</td>
<td>30.7</td>
<td>19.4</td>
<td>44.8</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>28.4</td>
<td>38.7</td>
<td>40.7</td>
<td>38.2</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>6.8</td>
<td>7.3</td>
<td>27.6</td>
<td>6.1</td>
</tr>
<tr>
<td>2015</td>
<td>High</td>
<td>19.2</td>
<td>21.9</td>
<td>15.5</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>50.3</td>
<td>36.8</td>
<td>21.9</td>
<td>45.1</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>20.2</td>
<td>34.2</td>
<td>33.9</td>
<td>7.5</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>10.4</td>
<td>7</td>
<td>28.8</td>
<td>7.5</td>
</tr>
</tbody>
</table>

* Medium Risk is the largest class size.
** No Risk is the smallest class size.

argued that it is not feasible to assess the role of the Tinto conceptual framework (Tinto, 1975) to play a role in preventing student dropout until the model itself is satisfactorily verified. To this end, this research uses the suggested factors from the Tinto conceptual framework as input
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from one South African high-education institution. The selection of which features fits into which of these categories is provided in Subsection 3.2.

Although these features are available in most South African universities, there is not enough evidence to generalise the established correlations between the input features and student risk to other higher-education institutions (even within the South African context).

3.2 Features used and information gain

According to Tinto (1975), the description of factors which influence learner vulnerability is broadly determined by their family background, academic potential, and socio-economic status. He solidifies these factors by relating them to (a) background or family characteristics, (b) individual attributes, and (c) pre-college or schooling data. These input factors could be associated with several collected data. The decomposition of these high-level abstractions is outlined into low-level features below. The features used in this study were selected based on their success in predicting learner vulnerability as indicated in Section 2.

For (a) background and family, the following features were used: the country and province/state from which the learner originated, the quintile associated with the school that the learner comes from, the age of the learner in first-year, and whether their school is an urban or rural school (school type).

For (b) individual attributes, measures of the learners’ proficiency in understanding academic literacy, quantitative literacy, and mathematical literacy – to the demands of university-level work – was used. These included the national benchmark tests, NBTAL, NBTQL, and NBTMA respectively (Cliff, 2015; Cliff & Hanslo, 2010; Cliff et al., 2007). The learner’s intended plan description and the science stream applied to was also used as a fair indication of what occupation the learner aspires towards for their professional career.

Finally, for (c) pre-college or schooling, the learners’ Grade 12 marks for the following subjects were considered: Life Orientation, Core Mathematics, Mathematics Literacy, Additional Mathematics, English Home Language, English First Additional Language, Computer Studies, any additional language, Physical Science, Life Sciences, Agriculture, Mechanical, Sport Science, Geography, Religious Studies, International Relations, Hospitality, Civil Technology, History, Politics, Business Economics, Electrical, Accounting, Statistics, Craft/Speech/Drama, Music, Art/Design, and any foreign subjects. The overall aggregate was also considered along with the APS code (adopted national standardisation to calculate the score), APS value, and the learners’ overall aggregate.

Although many attributes were considered which hypothetically contribute to the successful prediction of a learners’ risk profile, not all of this data equally contribute to predicting the class variable. The problem of selecting the most appropriate features to predict the class variable is called feature selection. The domain of feature selection is broken up into two-part components: (a) declaring a mechanism to perform feature evaluation with respect to the class variable (risk profile), and (b) using this feature evaluator to navigate combinations of features to derive the information loss of using variables subsets of the feature list (Jović et al., 2016).
Information gain ranking (IGR) was used to perform feature analysis. IGR calculates the reduction in entropy for each feature with respect to the class variable (Risk Profile). The reduction in entropy, or information gain, is expressed as $IG$, where $0 \leq IG \leq \log_2 n$ ($n$ is the number of classes). If $n = 4$ (as in the classification task in this paper), information gain would range from $IG = 0$ (no information gain) to $IG = 2$ (maximum information gain).

### 3.3 Prediction and evaluation

The following six off-the-shelf predictive models were used from different archetypes of machine learning to predict the risk profile of a learner: decision trees, K*, linear logistic regression models, multilayer perceptron, naive Bayes, and random forests. The justification for the choice of these procedures is two-fold: (a) to provide an overview of the experimental predictive capabilities from well-known machine learning methods; and (b) to leverage on methods which have proven capable for similar tasks as summarised by Table 2.

**Decision trees** The decision tree algorithm selected for this task was the C4.5 predictive model. The C4.5 algorithm uses information gain to build a decision tree based on the ID3 algorithm. The C4.5 algorithm recursively selects a feature with the greatest information gain to split the training sample. This intuitively allows the most important feature, with respect to the class variable, to make the decisions from the root down the tree. The C4.5 prediction procedure implemented in this paper follows the original algorithm by Quinlan (1993).

**K** The K* instance-based classifier uses an entropy-based distance function to classify test instances using the training instance most similar to them. The K* implementation used in this paper closely followed the implementation by Cleary and Trigg (1995). Using an entropy-based distance function allows consistency in the prediction of real-valued and symbolic features found in these experiments.

**Linear Logistic Regression Models** The linear logistic regression predictive model uses additive logistic regression as mentioned in (Friedman, 1998) with added simple regression functions as base learners. The implementation used in this paper follows Landwehr et al. (2005) and Sumner et al. (2005).

**Multilayer Perceptron** The multilayer perceptron used in this paper is a feed-forward neural network which uses sigmoid functions to represent the nodes and back-propagation to classify instances. The implementation used in this paper follows Glorot and Bengio (2010).

**The Naive Bayes Model** Perhaps the simplest example of a Bayesian model is the naive Bayes model (NBM) which has been traditionally and successfully used by many expert systems (Khairina et al., 2017). The NBM pre-defines a finite set of mutually exclusive classes.
Each instance could fall into one of these classes and this is represented as a latent class variable. The model also poses some observed sets of features $X_1, \ldots, X_n$. The assumption is that all of the features are conditionally independent given the class label of each instance. That is,

$$\forall i \left( X_i \perp\!\!\!\!\perp X'_i \mid C \right)$$

where,

$$X'_i = \{X_1, \ldots, X_n\} - \{X_i\}.$$  

Figure 5 presents the Bayesian network representation of the NBM. The joint distribution of the NBM factorises compactly as a prior probability of an instance belonging to a class, $P(C)$, and a set of conditional probability distributions (CPDs) which indicate the probability of a feature given the class. This distribution is more formally stated as:

$$P(C, X_1, \ldots, X_n) = P(C) \prod_{i=1}^{n} P(X_i|C).$$

The NBM remains a simple yet highly effective, compact and high-dimensional probability distribution that is often used for prediction problems. The implementation of the NBM follows that of John and Langley (1995).

**Random Forests** Random decision forests are an ensemble classification learning method that uses the training data to build several decision trees based on the mode of the class variable. This technique of using several decision trees prevents over-fitting compared to a single decision tree. The implementation used in this paper is based on Breiman (2001).

All six of these predictive models are evaluated using a confusion matrix (Ting, 2017) and the associated predictive accuracy is provided alongside each model. A 10-fold cross validation scheme was used (Zhang, 1993).

### 3.4 Ethics clearance

The study participants were learners who studied at a South African higher-education institution. The study ethics application has been approved by the Human Research Ethics Committee (Non-Medical) of the university. The ethics application addresses key ethical issues of
protecting the identity of the learners involved in the study and ensuring the security of data. The clearance certificate protocol number is H19/03/02.

4 RESULTS AND DISCUSSION

This section presents the results of this research and is structured as follows: Subsection 4.1 presents the results of the feature analysis and Subsection 4.2 presents the classification results.

4.1 Feature information gain

Table 4: A ranking of the information gain (denoted $IG$) for a set of features to predict the learner’s risk profile (class variable). The top nine features are highlighted ($IG > 0.1$).

<table>
<thead>
<tr>
<th>Rank</th>
<th>$IG$</th>
<th>Feature</th>
<th>Rank</th>
<th>$IG$</th>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.219602</td>
<td>Plan Code</td>
<td>23</td>
<td>&lt; 0.00001</td>
<td>Computer Studies</td>
</tr>
<tr>
<td>2</td>
<td>1.150862</td>
<td>Plan Description</td>
<td>24</td>
<td>&lt; 0.00001</td>
<td>English 1st Add Language</td>
</tr>
<tr>
<td>3</td>
<td>0.741015</td>
<td>Majors</td>
<td>25</td>
<td>&lt; 0.00001</td>
<td>Sport Science</td>
</tr>
<tr>
<td>4</td>
<td>0.598863</td>
<td>Stream</td>
<td>26</td>
<td>&lt; 0.00001</td>
<td>NBTAL</td>
</tr>
<tr>
<td>5</td>
<td>0.295827</td>
<td>Year Started</td>
<td>27</td>
<td>&lt; 0.00001</td>
<td>Geography</td>
</tr>
<tr>
<td>6</td>
<td>0.208366</td>
<td>Age at First Year</td>
<td>28</td>
<td>&lt; 0.00001</td>
<td>Religious Studies</td>
</tr>
<tr>
<td>7</td>
<td>0.186957</td>
<td>School Quintile</td>
<td>29</td>
<td>&lt; 0.00001</td>
<td>International Relations</td>
</tr>
<tr>
<td>8</td>
<td>0.142340</td>
<td>Core Mathematics</td>
<td>30</td>
<td>&lt; 0.00001</td>
<td>Hospitality</td>
</tr>
<tr>
<td>9</td>
<td>0.121660</td>
<td>Home Province</td>
<td>31</td>
<td>&lt; 0.00001</td>
<td>Civil</td>
</tr>
<tr>
<td>10</td>
<td>0.093222</td>
<td>APS Value</td>
<td>32</td>
<td>&lt; 0.00001</td>
<td>History</td>
</tr>
<tr>
<td>11</td>
<td>0.086300</td>
<td>Additional Language</td>
<td>33</td>
<td>&lt; 0.00001</td>
<td>Politics</td>
</tr>
<tr>
<td>12</td>
<td>0.071237</td>
<td>APS Code</td>
<td>34</td>
<td>&lt; 0.00001</td>
<td>Bus Economics</td>
</tr>
<tr>
<td>13</td>
<td>0.064175</td>
<td>Rural/Urban School</td>
<td>35</td>
<td>&lt; 0.00001</td>
<td>Electrical</td>
</tr>
<tr>
<td>14</td>
<td>0.056886</td>
<td>Life Orientation</td>
<td>36</td>
<td>&lt; 0.00001</td>
<td>NBTMA</td>
</tr>
<tr>
<td>15</td>
<td>0.049788</td>
<td>Physical Science</td>
<td>37</td>
<td>&lt; 0.00001</td>
<td>Accounting</td>
</tr>
<tr>
<td>16</td>
<td>0.035065</td>
<td>Life Sciences</td>
<td>38</td>
<td>&lt; 0.00001</td>
<td>Foreign Subject</td>
</tr>
<tr>
<td>17</td>
<td>0.027809</td>
<td>English First Language</td>
<td>39</td>
<td>&lt; 0.00001</td>
<td>Statistics</td>
</tr>
<tr>
<td>18</td>
<td>0.012530</td>
<td>Home Country</td>
<td>40</td>
<td>&lt; 0.00001</td>
<td>Craft/Speech/Drama</td>
</tr>
<tr>
<td>19</td>
<td>0.005504</td>
<td>Additional Mathematics</td>
<td>41</td>
<td>&lt; 0.00001</td>
<td>Music</td>
</tr>
<tr>
<td>20</td>
<td>0.000445</td>
<td>Agriculture</td>
<td>42</td>
<td>&lt; 0.00001</td>
<td>Art/Design</td>
</tr>
<tr>
<td>21</td>
<td>0.000009</td>
<td>Mechanical</td>
<td>43</td>
<td>&lt; 0.00001</td>
<td>NBTQL</td>
</tr>
<tr>
<td>22</td>
<td>0.000009</td>
<td>Math Literacy</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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This section explores the contribution of each of the 43 features to classify the class variable using IGR. Table 4 illustrates a ranking of the contribution of each feature to classify the risk profile using IGR. The first column indicates the rank of the feature from most contributing feature (rank 1) to least contributing feature (rank 43); column 2 indicates the information gain (reduction in entropy) associated with each feature, where \(0 \leq IG \leq \log_2 4\), where \(IG = 0\) represents no information gain and \(IG = \log_2 4 = 2\) is the maximum information gain. The third column indicates the feature name/description. The features are colour coded relating them to Tinto’s (1975) conceptual framework (brown indicating background or family, blue indicating individual attributes, and black indicating pre-college or schooling data). Table 4 indicates that the nine most contributing features are the following:

1) the plan code, plan description, majors, and science stream selected by the learner,
2) the year when the learner registered,
3) the age of the learner when they registered,
4) the school quintile of the learner,
5) their Grade 12 Core Mathematics mark, and
6) the home province of the learner.

These results indicate that the background and individual attributes of Tinto (1975) play a dominant role in predicting the vulnerability of the learner.

Although the ranking of the feature set using information gain provides a useful framework for feature elimination, the information gain value also indicates the contribution of each feature relative to the other features. Figure 6 illustrates a plot of the information gain values as ordered in Table 4. As the function in Figure 6 monotonically decreases, the loss in entropy between each subsequent point decreases logarithmically. The nine most contributing features from Table 4 are highlighted.

Table 4 and Figure 6 suggest that the individual attributes of the learner seem to count the most – compared to background and schooling attributes – when predicting the class variable. That is, what the learner chooses to study and the year in which they register for their degree. Many background attributes are also highly ranked, including the age of the learner and which school they come from. Understanding the role that these factors play could help us uncover clues to expedite learner retention and progression and thus degree completion.

4.2 Prediction

This section presents the result of the prediction models. The following six predictive procedures were employed in this paper: decision trees, K*, naïve Bayes, feed-forward neural networks, random forests, and linear logistic regression models. The relative build-time is
Figure 6: A graphical illustration of the information gain for a set of features to predict the learner’s Risk Profile (class variable). The x-axis indicates the feature rank, and the y-axis indicates the information gain for using that feature.

also provided for practical applications and model replication. Figure 7 indicates the result of each of these classifiers to predict the class variable.

Figure 7(a) illustrates the confusion matrix for the multilayer perceptron predictive model which achieves 85% accuracy (680 correctly classified instances and 120 incorrectly classified instances) using 10-fold cross validation, the highest prediction accuracy achieved in this paper. Compared to the other five predictive models employed in this paper the multilayer perceptron took the longest time to build.

Figure 7(b) illustrates the confusion matrix for the random forest predictive model which achieves 84% accuracy (674 correctly classified instances and 126 incorrectly classified instances) using 10-fold cross validation. With the exception of the K*, naïve Bayes, and C4.5, compared to the other three predictive models employed in this paper the random forest model took the least time to build.

Figure 7(c) illustrates the confusion matrix for the C4.5 predictive model which achieves 84% accuracy (673 correctly classified instances and 127 incorrectly classified instances) using 10-fold cross validation. With the exception of the K* and naïve Bayes, compared to the other three predictive models employed in this paper the C4.5 model took the least time to build.

Figure 7(d) illustrates the confusion matrix for the linear logistic regression predictive model which achieves 83% accuracy (661 correctly classified instances and 139 incorrectly classified instances) using 10-fold cross validation. With the exception of the multilayer perceptron...
<table>
<thead>
<tr>
<th>Predicted</th>
<th>Actual</th>
<th>Predicted</th>
<th>Actual</th>
<th>Predicted</th>
<th>Actual</th>
</tr>
</thead>
<tbody>
<tr>
<td>85%</td>
<td>No</td>
<td>Low</td>
<td>Med</td>
<td>High</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>169</td>
<td>19</td>
<td>12</td>
<td>0</td>
<td>169</td>
</tr>
<tr>
<td></td>
<td>27</td>
<td>158</td>
<td>13</td>
<td>2</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>14</td>
<td>169</td>
<td>12</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2</td>
<td>11</td>
<td>181</td>
<td>3</td>
</tr>
<tr>
<td>84%</td>
<td>No</td>
<td>Low</td>
<td>Med</td>
<td>High</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>175</td>
<td>14</td>
<td>10</td>
<td>1</td>
<td>175</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>158</td>
<td>15</td>
<td>2</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>13</td>
<td>164</td>
<td>18</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>3</td>
<td>17</td>
<td>177</td>
<td>3</td>
</tr>
<tr>
<td>84%</td>
<td>No</td>
<td>Low</td>
<td>Med</td>
<td>High</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>171</td>
<td>15</td>
<td>14</td>
<td>0</td>
<td>171</td>
</tr>
<tr>
<td></td>
<td>24</td>
<td>164</td>
<td>9</td>
<td>3</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>12</td>
<td>160</td>
<td>21</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>6</td>
<td>13</td>
<td>178</td>
<td>3</td>
</tr>
<tr>
<td>83%</td>
<td>No</td>
<td>Low</td>
<td>Med</td>
<td>High</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>173</td>
<td>16</td>
<td>10</td>
<td>1</td>
<td>173</td>
</tr>
<tr>
<td></td>
<td>26</td>
<td>150</td>
<td>21</td>
<td>3</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>18</td>
<td>158</td>
<td>13</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>8</td>
<td>12</td>
<td>174</td>
<td>6</td>
</tr>
<tr>
<td>82%</td>
<td>No</td>
<td>Low</td>
<td>Med</td>
<td>High</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>159</td>
<td>22</td>
<td>12</td>
<td>7</td>
<td>159</td>
</tr>
<tr>
<td></td>
<td>33</td>
<td>133</td>
<td>19</td>
<td>15</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>21</td>
<td>131</td>
<td>35</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>5</td>
<td>13</td>
<td>178</td>
<td>4</td>
</tr>
</tbody>
</table>

Figure 7: A set of confusion matrices describing the performance of several predictive models on a set of test data.

The perceptron predictive model, the linear logistic regression model took the longest time to build.

Figure 7(e) illustrates the confusion matrix for the naïve Bayes predictive model which achieves 82% accuracy (655 correctly classified instances and 145 incorrectly classified instances) using 10-fold cross validation. With the exception of the K* predictive model, from the other five models employed in this paper the naïve Bayes took the least time to build.

Figure 7(f) illustrates the confusion matrix for the K* predictive model which achieves 75% accuracy (601 correctly classified instances and 199 incorrectly classified instances) using 10-
fold cross validation. From all six predictive models employed in this paper K* took the least
time to build.

Using the APS score alone as an input feature into the multilayer perceptron achieves only
30% accuracy, the Linear Logistic prediction model achieves 34%, and naïve Bayes achieves
28% accuracy. When including the learners’ Grade 12 Mathematics or Mathematics Literacy
mark and English Home Language or First Additional Language mark to predict the learners’
vulnerability alongside the APS; the Multilayer perception, linear logistic regression, and naïve
Bayes increases to 50%, 44%, and 38% respectively. Randomly guessing the class variable
would result in 25% accuracy since there are four risk profiles (one out of four).

Although using the APS does provide a higher predictive accuracy than randomly guessing
the vulnerability of the learner, it is clear from Figure 7 that incorporating the biographical
and individual data into the predictive models yields a higher accuracy than just using the
APS alone, or even using the APS in conjunction with the Mathematics or English grades.

Although the combined feature set achieves 85% accuracy over predicting learner vulner-
ability, using the multilayer perceptron, not all the listed features in Table 4 provide an equal
contribution towards correctly classifying the class variable. While the graph in Figure 6
monotonically decreases, the contribution of each subsequent feature is similar after the sev-
eteenth rank, which means that an increasingly smaller entropy is lost with every employed
subsequent feature. An example of the practical implication of this is that trading off Grade
12 Mathematics Literacy for Agriculture may result in less information gain ($IG \approx 0.000436$)
than trading off the learner’s science stream for Grade 12 Core Mathematics ($IG \approx 0.1535$).

In terms of interpreting the recorded incorrectly classified instances, the severity of the
misclassifications indicated in Figure 7 vary. For example the misclassification of one no risk
instance by the random forest as high risk is far more severe than the misclassification of
nineteen no risk instances by the multilayer perceptron as low risk, given the definition of the
class labels and sensitivity of instances being incorrectly classified. In a practical implication
it may be better to present the distribution of the likelihood of a sample to belong to a set of
classes as a probability distribution (e.g., no risk: 10%, low risk: 35%, medium risk: 30%, high
risk: 25%). This way borderline misclassifications could be handled using a more intelligible
strategy and within context.

Using the linear logistic regression predictive model and the IGR feature ranking in Table 4,
Figure 8 presents the performance of the linear logistic regression model using consecutive
subsets of features. Figure 8 illustrates the predictive accuracy versus the number of highest
contributing features to classify the data instances into the four risk profiles.

Figure 8 shows that using the plan description results in an increase of 45% accuracy using
the linear logistic regression model. Furthermore, using just the first ten features in Table 4
achieves 80% accuracy and features ranked between 14 to 43 result in only minor prediction
accuracy improvement (<5%). However, only using the Plan Code results in performance
which is no better than random guessing (25%). The next section provides implications of this
work, future research avenues, and concluding remarks.
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4.3 Application

The example in Figure 9 attempts to reveal the predicted posterior distribution over the four risk profiles (no risk, low risk, medium risk, and high risk) using a learner with the following data: from Gauteng in South Africa; from an urban school with a quintile of 3; registered at age 18; with a 55%, 50%, and 62% score in the National Benchmark tests on Academic Literacy, Mathematical Literacy, and Quantitative Literacy respectively; with a plan description of BSc in Mathematical Science majoring in Computer Science; achieving a 70% in Life Orientation; 65% in Core Mathematics; 55% in Additional Mathematics; 72% in English Home Language; 60% in Computer Studies; 65% in Physical Sciences; 70% in Life Sciences; and 60% in Geography.

The output of the program is that the learner is hypothetically 15% likely to be at no risk; 45% likely of being at low risk; 30% likely to be at medium risk; and 10% likely to be at high risk. The underlying model used to perform the prediction task in the WebApp is the multilayer perceptron which gave the best predictive accuracy of all the models used in this paper.
Figure 9: The graphical user interface for the at-risk program.
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5 IMPLICATIONS, CONCLUSION, AND FUTURE WORK

The significance of this paper is to develop a framework to identify potential factors that could be used to predict learner vulnerability with a view to addressing the poor throughput or retention rates at South African higher-education institutions. The methodology in this paper could be duplicated in other contexts to determine the potential factors that could influence learner vulnerability, since the broad causal factors linked to learner vulnerability cannot easily be uncovered.

This research acknowledges that the latent causal factors that gives rise to the ground-truth distribution which relates student factors to their attrition rates are not formally understood and that these associated factors differ from institution to institution. Therefore the process of testing the factors which hypothetically can be linked to student attrition needs to be contextually established for a specific institution considered.

We therefore recommend the following framework: (a) establish potential candidate features linked to student vulnerability - this research uses the conceptual framework of Tinto (1975) as a rationale; (b) evaluate the ability of these factors to predict student vulnerability with respect to several benchmarks (perhaps using an APS equivalent). Although the learned distribution may not converge to a ground-truth distribution related to learner vulnerability, the results could be a more suitable description than using the APS score. Since the contextual dynamics may be influenced by political, biological (e.g. COVID-19), and sensitive to pedagogical and curriculum changes, this framework should be routinely revisited and historical data should be considered carefully on its relevance.

Due to the increased intake of learners at many South African universities, a shrinking amount of resources and attention is being provided to diagnose learner vulnerability. Therefore, automatically forecasting learner vulnerability via an early warning system is essential. More specifically, predicting when students will experience vulnerabilities in their chosen curriculum allows the university to intervene early which may prevent the student from dropping out.

The results of the proposed programme recommendation engine achieved a higher classification accuracy than any of the models in Table 2. Although my previous work underlines the importance of biographical characteristics Ajoodha, Jadhav et al. (2020), this paper emphasises the value of the learners’ individual attributes such as their choice of plan code, majors, and chosen science stream. These individual attributes seem to indicate the learner’s vulnerability more than any background or scholastic attribute.

More research is needed to measure the influence of abstract individual attributes to learner vulnerability (which have been indicated in related work) such as motivation, determination, and commitment – in addition to the features used in this paper. These factors will help us communicate the Institutional Commitment of the Tinto (1975) conceptual framework, and its relationship to structure, culture, and agency of the learner (Longden, 2004).

The broad contribution of this work is in providing a more complex view to identifying vulnerable learners than using the APS score. Thus an outcome of this research is a predictive
practical tool which uses the learner’s background, individual, and scholastic attributes to flag them as a viable or deserving recipient of support (through early interventions) to increase their chances of completing their academic programme. Figure 9 presents an interface for such a tool.

Based on the conceptual framework of Tinto (1975), future avenues of research can:

a) explore the impact of the highly ranked features in Table 4 on learner vulnerability,

b) model the learner in the academic system through their grade performance and intellectual development, or

c) incorporate data which reveal peer-group interactions and faculty interactions in the social system.

These future avenues contribute mainly towards understanding the factors which relate to student retention and thus the progression of the student toward completing their undergraduate degree. Moreover, the implications of using the tool presented in Figure 9 to predict learner vulnerability could also be studied by intervention specialists at higher-education institutions.
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